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Abstract. – OBJECTIVE: This paper aims to 
develop four prediction models for recovered 
and unrecovered cases using descriptive data 
of patients and symptoms of CoVID-19 patients. 
The developed prediction models aim to extract 
the important variables in predicting recovered 
cases by using the binary values for recovered 
cases.

MATERIALS AND METHODS: The data were 
collected from different countries all over the 
world. The input of the prediction model con-
tains 28 symptoms and four variables of the pa-
tient’s information. Symptoms of COVID-19 in-
clude a high fever, low fever, sore throat, cough, 
and so on, where patient metadata includes 
Province, county, sex, and age. The dataset con-
tains 1254 patients with 664 recovered cases. 
To develop prediction models, four models are 
used including neural network, support vector 
machine, CHAID, and QUEST models. To devel-
op prediction models, the dataset is divided into 
train and test datasets with splitting ratios equal 
to 70%, and 30%, respectively. 

RESULTS: The results showed that the neural 
network model is the most effective model in 
developing COVID-19 prediction with the high-
est performance metrics using train and test 
datasets. The results found that recovered cas-
es are associated with the place of the patients 
mainly, province of the patient. Besides the re-
sults showed that high fever is not strongly as-
sociated with recovered cases, where cough 
and low fever are strongly associated with re-
covered cases. In addition, the country, sex, 
and age of the patients have higher importance 
than other patient’s symptoms in COVID-19 de-
velopment. 

CONCLUSIONS: The results revealed that the 
prediction models of the recovered COVID-19 
cases can be effectively predicted using patient 

characteristics and symptoms, besides the neu-
ral network model is the most effective model to 
create a COVID -19 prediction model. Finally, the 
research provides empirical evidence that re-
covered cases of COVID-19 are closely related 
to patients’ provinces.
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Introduction

COVID-19 is spreading worldwide. Many hos-
pitals and health institutes have reported a range 
of symptoms, along with patient information to 
extract general information about the COVID-19 
virus. Many researchers have recorded the main 
effects of COVID-19 on the patient’s body by 
reporting symptoms, allergies, recovered and de-
ceased cases, along with various information 
regarding patients’ history1-3. Researchers found 
that age, sex, province, and the reason for infec-
tion were the dominant factors in determining 
recovered and deceased cases. In addition, sever-
al researchers have recorded specific symptoms 
(such as fever, cough, sore throat) that could 
indicate COVID-19 infection as discussed by the 
authors1 and the Centers for Disease Control and 
Prevention.

So far, different researchers have studied dif-
ferent factors that can affect CoVID-19 patients 
around the world such as symptoms of patients1, 
descriptive information of patients2, and causes 
of weather4 (i.e., low temperature, humidity, 
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pressure, and short-wave radiation). The col-
lected results concluded that COVID-19 can be 
affected by various reasons not only biological 
reasons as discussed in other studies5,6. Re-
searchers have proposed different models for 
predicting COVID-19 deceased or recovered 
cases. Vetrugno et al7 (2021) developed a deci-
sion tree model for confirmed and unconfirmed 
COVID-19 to predict the need for hospitalization 
or home monitoring.  The results showed that 
the model is effective in distinguishing between 
confirmed and unconfirmed cases of COVID-19. 
Singh et al8 (2020) proposed a prediction model 
for confirmed, deceased, and recovered cases 
using a support vector machine. The results 
showed that the support vector machine model 
is efficient in predicting COVID-19 cases using 
different scenarios.

Niazkar et al9 (2020) proposed a neural net-
work model to estimate the confirmed case of 
COVID-19 in various countries including China, 
Singapore, Japan, Singapore, Iran, Italy, South 
Africa, and the United States. The results indicat-
ed that to improve the prediction of COVID-19, 
the maximum incubation period should be in-
cluded in the development of the prediction of 
COVID-19. In addition, authors2 developed a re-
covered and deceased prediction model based on 
a neural network. The developed model showed 
that it is efficient to be used in predicting the 
COVID-19 cases. 

After analyzing and reviewing various re-
search works in different fields as shown in10. 
This study adopted four prediction models to 
distinguish between unrecovered and recovered 
COVID-19 cases in different countries world-
wide. To achieve the aim of this study, different 
variables have been used to distinguish between 
recovered and unrecovered cases. The variables 
are mainly divided into two categories, includ-
ing meta information of the patients and symp-
toms.

Materials and Methods

This research aims to develop four prediction 
models for recovered cases using COVID-19 pa-
tient symptoms and patient metadata (i.e., age, 
province, and sex). The prediction models are 
neural network (NN), support vector machine 
(SVM), QUEST, and CHAID models. The last 
two models are used to build a tree model based 
on different growing methods namely, Quest and 

CHAID methods. The parameters of each model 
are determined after various experimental tests 
to find the most accurate and best results for each 
model. The study considered 28 symptoms as 
discussed in1, besides, four parameters including 
sex, province, country, and age. The symptoms 
are considered after analyzing the most record-
ed symptoms in the dataset. The symptoms are 
including high fever, low fever, cough, sputum, 
asymptomatic, pneumonitis, chills, chest, diar-
rhea, sore throat, fatigue, pneumonia, discomfort, 
nausea, runny nose, weak, headache, dry, my-
algia, malaise, anorexia, muscle and joint pain, 
pharynx, vomiting, nasal problem, breathing dif-
ficulty, and dyspnea. 

Data collected between January 4, 2020, and 
March 1, 2020, from the Korea Centers for Dis-
ease Control and Prevention (KCDC). The col-
lected data set is analyzed, many data is deleted 
from the original data set for validation, and 
outlier data is removed. The dataset contains 
different patients from different countries with 
total number of recovered cases equal to 664 
and the total number of data is 1254. In addition, 
deceased prediction models were omitted from 
this study as the number of deceased cases is 27, 
which is very small compared to the total number 
of cases, besides, the developed models failed to 
achieve an acceptable prediction ratio because 
prediction models are unable to establish a rela-
tionship with the input variables. 

The collected data are filtered and tested using 
different statistical analysis, to select the most 
important and affected variables in the recov-
ered cases. Prediction models are developed by 
dividing the data set into two subsets including 
train and test data sets. The percentages for the 
train and test data sets are 70% and 30%, respec-
tively. The split ratio of the prediction models is 
selected after reviewing various literature studies 
that have proven the efficiency of the developed 
prediction model. Next, the performance of the 
prediction models is calculated by considering 
various performance measures including accu-
racy, accuracy, recall, false omission (FOR) rate 
and F1 score. The performance metrics are calcu-
lated after finding True Positive (TP), False Posi-
tive (FP), True Negative (TN) and False Negative 
(FN) of all the models. The performance metrics 
are calculated as follows:

 (TP+TN)
Accuracy = –––––––––––––––––

 (TP+FP+FN+TN)  (1)
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 TP
Precision = –––––––––

 (TP + FP) (2)

 TP
Recall = –––––––––

 (TP + FN) (3)

 TN
   False omision rate (FOR) = –––––––––
 (TN + FN) (4)

 (Precision × Recall)
F1 score = 2* ––––––––––––––––––––

 (Precision + Recall) (5)

where True Positives (TP): Number of recov-
ered cases that predicted as true recovered. True 
Negatives (TN):  Number of unrecovered cases 
that predicted as unrecovered.  False Positives 
(FP):  Number of recovered cases that predicted 
as unrecovered. False Negatives (FN): Number 
of unrecovered cases that predicted as recovered.

Results 

The first step in data analysis is to clean the 
data set by removing the outlier data, afterward, 
the collected data is divided into train and test 
datasets to develop prediction models based on 
the input variables and selected model. Table I 
shows the developed CoVID-19 prediction analy-
sis for recovered cases. The total number of train 
and test data was 878, and 375 with only 375 and 
191 recovered cases, respectively. The developed 
prediction models using the train dataset showed 
that the accuracy values are 0.84, 0.83, 0.82, and 
0.72 for SVM, NN, CHAID, and Quest models, 
where the highest precision, recall, FOR, and 
F1 score are achieved using SVM, Quest, NN, 

and SVM, respectively. The highest values for 
precision, recall, FOR, and F1 scores are equal 
to 0.87, 0.89, 0.82, and 0.42, respectively. Finally, 
the train results showed that the support vector 
machine is the best model to be used to train the 
recovered cases of COVID-19.

In addition, the test dataset showed that the accu-
racy values are 0.79, 0.81, 0.78, and 0.69 for SVM, 
NN, CHAID, and Quest models, where the highest 
precision, recall, FOR, and F1 score are achieved 
using NN, NN, Quest, SVM, respectively. The 
results showed that the neural network achieved the 
highest values for precision, recall, and F1 score, 
where the Quest model achieved the highest FOR 
value. The highest precision, recall, FOR, and F1 
score are equal to 0.81, 0.82, 0.79, and 0.40, respec-
tively. Therefore, the test results showed that the 
neural network model is the best model to be used 
to test the recovered cases of COVID-19.

The results indicated that the neural network 
model is capable to predict the COVID-19 recov-
ered cases using patients’ metadata and patients’ 
symptoms. Moreover, to validate the importance 
of each variable in predicting the recovered cases, 
an importance analysis test is used as shown in 
Figure 1.

The importance variables analysis of the re-
covered cases showed that the developed models 
returned different importance variables as shown 
in Figure 1. The seven top importance variables 
for SVM (from most important to least import-
ant) are Province, Low_Fever, Cough, Sex, Mus-
cle_Pain, Chest_Pain, Pneumonia. For the Neural 
network, the important variables are Province, 
Cough, Country, Low Fever, Sex, Age, Muscle 
Pain, where for the CHAID model, the important 
variables are Country, Province, Cough, Sex, 
Low Fever, Age, and Muscle Pain, finally Quest 
model showed that the top variables are Province, 
Low Fever, Country, Age, Cough, Sex, and Mus-
cle Pain. The important variables of all models 
are ranged from 3.09% and 3.36%.  The results 

Table I. Classification of the recovered cases based on four prediction models.

 Models Accuracy Precision Recall FOR F1_score

Training SVM 0.84 0.87 0.82 0.80 0.42
 NN 0.83 0.84 0.85 0.82 0.42
 CHAID 0.82 0.84 0.82 0.80 0.41
  Quest 0.72 0.69 0.89 0.81 0.39
Testing SVM 0.79 0.81 0.77 0.77 0.39
 NN 0.81 0.82 0.80 0.79 0.40
 CHAID 0.78 0.79 0.79 0.78 0.39
  Quest 0.69 0.64 0.87 0.78 0.37
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showed that the patients’ Province is more im-
portant than the symptoms, country, age, and sex 
in all the developed prediction models.

Discussion 

The results analysis revealed that symptoms 
are not enough to determine the recovered cas-
es, therefore COVID-19 patients with symptoms 
only are not sufficient to predict the status of the 
patients that admitted to the hospital. Moreover, 
the results of the train and test data sets indicated 
that the neural network model is the most efficient 
model to be used to develop COVID-19 recovered 
cases. Depending on the last finding, the results 
indicated that the patient’s metadata including 
Province, Country, Sex, and Age is more import-
ant than all the symptoms except low fever and 

cough. In addition, the low fever, and cough are 
the dominant variables reported in the recovered 
cases, where the rest of the symptoms are less 
important in developing a COVID-19 prediction.  

Finally, recovered predictors showed that using 
patients’ metadata had a strong influence in creat-
ing the COVID-19 prediction model. The results 
indicated that high fever (more than 38) was not 
strongly associated with recovered cases and low 
fever is highly correlated with the developed re-
covered prediction model. In addition, the results 
indicated that the COVID-19 viruses differ great-
ly from place to place. Besides, the results indi-
cated that the virus is stronger in some provinces, 
and in other provinces the virus is weaker. These 
results are in line with the outcomes of many re-
search1-3, besides the analysis showed that the use 
of symptoms to develop a prediction is not accu-
rate, therefore patients’ metadata is important to 

Figure 1. Importance variables for recovered cases based on four prediction models including neural network, CHAID, 
SVM, and Quest.
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determine the patients’ status. The results are in 
line with the findings of authors in6, which found 
that recovery rates for CoVID-19 can vary based 
on the studied area. 

Conclusions

This research aimed to develop different pre-
diction models for COVID-19 recovered cases us-
ing patients’ metadata and symptoms. The study 
used four prediction models mainly CHAID, sup-
port vector machine, neural network, and QUEST 
models, where the data is collected from different 
countries. The input variables for all the prediction 
models are divided into metadata of the COVID-
19’s patients and their symptoms. After analyzing 
the results obtained, it was found that the neu-
ral network model is more efficient in predicting 
COVID-19 recovered cases using patient symptoms 
with patient metadata. Moreover, the results indicat-
ed that province, cough, country, low fever, sex, and 
age are the most effective variables in developing 
COVID-19 prediction. Besides, the results find that 
different places may show different behaviors that 
can give a preliminary indication of how different 
COVID-19 viruses behave in different places. The 
results give an indirect indication that different 
COVID-19 mutations in different places have dif-
ferent characteristics. As a future study, extra deep 
learning analysis should be used with extra genetic 
variables to verify the results obtained. 
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